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Abstract

Vehicular networks can be seen as an example of hybrid
delay tolerant network where a mixture of infostations and
vehicles can be used to geographically route the informa-
tion messages to the right location. In this paper we present
a forwarding protocol which exploits both the opportunis-
tic nature and the inherent characteristics of the vehicular
network in terms of mobility patterns and encounters, and
the geographical information present in navigator systems
of vehicles. We also report about our evaluation of the pro-
tocol over a simulator using realistic vehicular traces and
in comparison with other geographical routing protocols.

1 Introduction
It is anticipated that in the near future many vehicles will

be equipped with wireless interfaces, enabling them to form
mobile ad-hoc networks on the fly and connect with fixed
infostations while passing by [7]. Vehicular networks are
hybrid mobile ad-hoc networks where infostations and vehi-
cles are present. Infostations are fixed access points that are
potentially connected to the Internet. They may act as dis-
semination points, from where information from the back-
bone network flows towards the vehicles. Vehicles inter-
network with each others, disseminating messages further.

Potential applications for vehicular networks may re-
quire to disseminate information to specific geographical
areas. Such information can include, traffic condition up-
dates, accident warnings, free parking spots, advertise-
ments, or even vehicle synchronisation (e.g., in order to al-
low platoons formation) etc. Centralised solutions are of
course possible but they suffer from scalability issues and
might result in being quite expensive especially if the area
to be covered is large. Therefore, the use of an ad-hoc op-
portunistic routing, possibly exploiting geographical infor-
mation might be preferable.

A number of existing geographic routing protocols are
available [13, 12]. However, these protocols have not been
specifically designed for vehicular networks and are not

suitable for a number of reasons [6]; in these networks,
the topology is constantly changing but in a somewhat pre-
dictable way (e.g., cars move on roads). Furthermore, ve-
hicles tend to move in clusters towards a specific direction,
creating networks that might be not always connected (i.e.,
there is no end-to-end connectivity). Therefore, a geograph-
ical but also delay tolerant approach is needed.

Delay Tolerant Network (DTN) protocols [9] provide
communication in performance-challenged environments
where continuous end-to-end connectivity cannot be as-
sumed. These protocols often employ a store-and-forward
message switching: fragments of a message (or the whole
message) are forwarded and stored from host to host along
a path until the message reaches the destination. This data
exchange occurs during opportunistic contacts of the hosts.
The mobility patterns of the hosts and the selection of the
next message carrier are responsible for the successful (or
not) delivery of the message.

There are a number of existing delay tolerant routing
protocols ( [18, 20, 17], etc) These protocols exploit dif-
ferent mechanisms to route a message to the destination
such as statistics of previous encounters, or precise mobility
schedules to find the best routes. However, none of these ap-
proaches was specifically designed for vehicular networks.
Moreover, projects that employ vehicular DTN routing pro-
tocols like CarTel [2], DieselNet [1], Drive Through Inter-
net [16], FleetNet [11] are available. These systems how-
ever do not consider geographical routing.

In this paper, we will present GeOpps: a novel delay tol-
erant routing algorithm that exploits the availability of in-
formation from the navigation system (NS) in order to op-
portunistically route a data packet to a certain geographical
location. We take advantage of the vehicles’ NS suggested
routes to select vehicles that are likely to carry the infor-
mation closer to the final destination of the packet. In our
work, we assume that vehicles are equipped with a satellite
navigation system. Navigation systems typically consist of
a Global Positioning System (GPS) device, maps, and the
appropriate hardware and software. Their main function
is to calculate a suggested route from the current position



of the vehicle to the destination of the driver. To the best
of our knowledge, the closest works to ours are Move [10]
and Greedy [11, 6]. However, with respect to these works,
GeOpps exploits information from the navigation system to
efficiently route packets. We evaluate our work by using
realistic vehicular traces plugged into a simulator and we
will compare with these protocols in terms of delivery ratio,
delivery delay and transmission overhead.

2 Scenario
In this section we present a scenario that helps motivat-

ing our work. We assume that vehicles are equipped with
navigation systems that contain information regarding the
geographical location of local infostations (access points to
the Backbone). We can consider vehicles as mobile sensors
that gather information about traffic and road conditions
(e.g., potholes), etc. This is quite a realistic assumption and
other systems build on it (e.g., CarTel [2]). A navigation
system may employ various available sensors (e.g., speed
sensor, acceleration sensor) and its map to evaluate the cur-
rent traffic conditions of a specific road segment. After-
wards, it reports this information to the closest infostation.
And since we cannot assume constant connectivity between
vehicles and infostations (especially in remote areas), other
vehicles need to act as data mules from the sensing vehicle
to the geographical location of the nearest known infosta-
tion.

A centralised system can combine the information gath-
ered from various sources and produce estimates of the cur-
rent traffic conditions. Afterwards, it can generate traffic
warnings concerning specific road segments and suggest al-
ternative routes to vehicles that are approaching them. To
warn the drivers, the traffic management centre has to dis-
patch this information to the vehicles in these areas. Ini-
tially, warnings are sent to the nearest infostation. From
here, they need to be routed to the affected road segments
using the vehicular network. Upon reaching the area, local
message dissemination techniques (like constrained flood-
ing or localised epidemic) can be employed to spread the
information to nearby vehicles. The navigation system of
vehicles that receive such a warning can evaluate the in-
formation provided and automatically recalculate a route
avoiding road segments that are currently congested.

Geographic delay tolerant routing protocols should be
utilised to route the information from and back the vehicles
from an infostation. We illustrate our suggested approach
in the next section.

3 GeOpps
In this section, we present GeOpps: a geographical delay

tolerant routing algorithm that exploits information from the
vehicles’ navigation system to route messages to a specific
location. Briefly, to select the next packet carrier:

• Neighbour vehicles that follow suggested routes to
their driver’s destination calculate the nearest point
that they will get to the destination of the packet.

• Afterwards, they use the nearest point and their map in
a utility function that expresses the minimum estimated
time that this packet would need in order to reach its
destination.

• The vehicle that can deliver the packet quicker/closer
to its destination becomes the next packet carrier.

We will now give a detailed description of GeOpps.

3.1 Navigation System

There is a large number of available navigation sys-
tems (NS) like TomTom, Destinator, Microsoft AutoRoute,
Route 66 and many others. These systems provide turn-
to-turn navigation assistance to the driver until the vehicle
reaches the destination. The driver may select his/her desti-
nation and preferences (e.g., calculate fastest route, shortest
route, avoid tolls, etc), and the navigation system calculates
a suggested route from the current position of the vehicle to
the final destination. To calculate the suggested route, the
map of the navigation system contains information about
speed limits and average speed statistics and it employs a
shortest path algorithm for weighted graphs. Furthermore,
NS provides information about the Estimated Time of Ar-
rival (ETA) of the vehicle to the destination.

3.2 Calculation of the Nearest Point

Figure 1: Example of calculation of the Nearest Point (NP)
from packet’s Destination (D).

Let us assume that a vehicle has a calculated route to its
destination. When this vehicle is given a data packet for
a specific geographical location D, it is able to calculate
a point NP on its suggested route that is its nearest point
to D. In other words, it calculates the closest point to the



destination of the packet that this vehicle is going to reach.
Figure 1 demonstrates an example of this calculation for
vehicles a,b and c.

To find NP , the actual road-distance (dashed line in our
example) or the straight-line distance from NP to D may
be used. The first technique is more CPU intensive because
it requires running a weighted shortest path algorithm (al-
ready implemented in the NS) from every intersection along
the suggested route of the vehicle. The second method is
less precise (because it assumes that smaller line-distances
result in smaller road distances, which, however, is usually
the case), but it is much faster.

3.3 Utility Function

When a vehicle encounters one or more vehicles (con-
tacts), the NS has to evaluate if it should keep the packet or
forward it to a selected neighbour. To make this assessment
a utility function is computed. The utility function provides
an estimate of the minimum time that a packet would need
to reach its destination D.

After calculating the nearest point, the NS can use map
information to calculate the ETA of the vehicle to NP .
Similarly, it can also calculate the estimated time that a ve-
hicle would need from NP to the final destination D of the
packet. The sum of these two values is an indication of how
much time is needed for this packet to be delivered if this
vehicle carries it until NP . This assumes that when the
current vehicle arrives to NP there will be another vehicle
around that will carry the packet to its final destination D.
This is why this measure is called Minimum Estimated Time
of Delivery for the packet (METD). Therefore:

METD = ETA to NP + ETA from NP to D

It is obvious that this value is mainly affected by how close
this vehicle is going to travel to the destination of the packet.
For example in Figure 1, the METD value for vehicle b will
be lower from the value of a because the time required to
go from P1 to NPa and then to D is higher than the time
required to go from P1 to NPb and then to D.

If the straight line calculation of distance is used instead
of route calculation from NP to D (due to higher process-
ing time), we can further simplify this utility function by
using the straight-line distance between NP and D:

METD = ETA to NP + Distance Bet. NP and D
Average Speed

Although this is less accurate than the previous, it al-
lows us to calculate a close approximation of the actual
METD. Furthermore, the Average Speed can be consid-
ered as a weight that puts emphasis on distance (i.e., select a
vehicle that is going closest to the destination no matter how
much time it takes) or delay (i.e., select a vehicle that might
not be going that close, but it is getting to NP faster). It
is expected that high values of the estimated average speed

of a possible vehicle between NP and D will decrease the
delivery ratio of the algorithm.

3.4 Carrier choice

The main step of the algorithm is to keep looking for ve-
hicles that can potentially deliver the message earlier (i.e.,
vehicles that minimise the METD). This means that either
these vehicles plan to go closer to the destination (i.e., esti-
mated time from NP to destination is low due to lower dis-
tance) or that they will travel faster to an area where we esti-
mate that there is a fast route to the destination of the packet
(e.g., use a hi-speed highway that leads to the packet desti-
nation). Somehow then the information about the routes of
the various cars needs to be exchanged among the vehicles.
The algorithm follows these steps:
• Vehicles periodically broadcast the destinations of the

packets that they have stored.
• One-hop neighbours, calculate the Minimum Esti-

mated Time Of Delivery (METD) that they require
to deliver the packet and send this value to the enquir-
ing vehicle.

• The current carrier either keeps the packet (if it has the
lowest METD) or forwards the packet to the neigh-
bour with the lowest value.

• This process is repeated until the packet arrives to its
destination or the packet expires.

For example, in Figure 1, at point P1 a vehicle polls ve-
hicles a and b for their METD values. These vehicles cal-
culate the nearest point that the will get to D (NPa and
NPb). Vehicle b becomes the next packet carrier. As b trav-
els to its destination, it keeps looking for other vehicles that
have even lower METD values. At point P2, it encounters
vehicle c that is going even closer to the destination and,
therefore, it forwards the packet to c. Notice that the packet
never reached NPb.

An interesting side-effect that we noticed is that when a
large group of vehicles have the same NP (e.g. a part of
their route that contains NP is the same) then the packet
is forwarded to the leading neighbour because it reports
smaller METD. Therefore, when the density is high, the
packets travel faster than the flow of vehicles.

3.5 Special Cases

This protocol exploits navigation information (e.g., sug-
gested route, ETA) to opportunistically select a neighbour
that is estimated to get closer and faster to the destination of
the packet. However, there are some assumptions concern-
ing the accuracy of this information.

We have to consider what happens in cases where the
drivers do not follow the suggested route. When a driver
deviates from the route, its navigation system automatically
recalculates an alternative route and ETA. In every contact,
the NS always uses the latest METD value and thus, this
includes any deviation. There is also the case where a ve-



hicle is ignoring the calculated route. Most of the existing
navigation systems will automatically cancel a route if the
driver misses a number of turns or deviates completely from
the suggested. This behaviour can also be detected by ob-
serving a sequence of missed turns: the solution used here is
to just forward the message to any neighbour. Furthermore,
the NS can constantly evaluate the driver’s behaviour in or-
der to predict how likely he/she is to follow the suggested
route.

Additionally, we should also consider vehicles that
stop/pause their trip. If the driver switches off the engine,
the system will forward all the messages to any neighbour-
ing vehicle. In case the vehicle stops for a long time without
switching off the engine (in our simulation more than five
minutes) the NS forwards all the messages to any neighbour.

Finally, notice that GeOpps does not require all the ve-
hicles to have calculated routes (e.g. id does not require all
the drivers to indicate their destination). Source vehicles
may begin routing the packets using a greedy algorithm un-
til the packet contacts a vehicle that has a calculated route
that leads closer than the current position. Furthermore,
GeOpps delivery ratio doesn’t directly depend on the high
density of such vehicles but only on the road topology and
the mobility patterns of the vehicles (e.g., the probability to
find a vehicle that is going closer to the destination of the
packet).

4 Evaluation
To evaluate GeOpps, we used OMNet++[15, 19], a dis-

crete event simulation environment and the mobility frame-
work plug-in [5], which supports node mobility, dynamic
connection management and a wireless channel model. We
also used realistic vehicular traces in order to make this sim-
ulation as realistic as possible.

We compare our protocol with two other approaches:
Location-Based Greedy routing and MoVe routing algo-
rithm. The former algorithm is a DTN variation of existing
location-based greedy algorithms [11, 12] where the packet
is forwarded to the neighbour that is closest to the destina-
tion (if closer than the position of the current carrier). This
process is repeated until the message reaches its destination.
MoVe algorithm[10] uses information about relative veloc-
ities of the current vehicle and the neighbours to predict the
closest distance that they vehicles are predicted to get to the
destination following their current trajectories (straight-line
paths).

To accurately evaluate our protocol in the context of
vehicular networking, it would not make much sense to
use any random mobility models [3]. Because no large
scale vehicular traces exist, we have evaluated our approach
by using traffic traces generated by a multi-agent micro-
scopic traffic simulator (MMTS) developed by K. Nagel at
ETHZ [14, 4]. These traces contain mobility patterns of

Figure 2: Map of the Vehicular Traces

260,000 vehicles over real road maps in the canton of Zurich
within a period of 24 hours. (Figure 2).

4.1 Simulator settings

For our evaluation we extracted smaller areas from the
250km x 260km area of the traces. The reason is that sim-
ulation of 260,000 vehicles makes the simulation extremely
slow. The area that we selected is 15km x 15km large and
contains the city centre. More than 21,500 cars enter the
simulation area during the peak-time of our simulation, with
an average of more than 2,000 cars in the area at the same
time.

The vehicles are equipped with 802.11b [8] wireless
radio interfaces. The maximum possible communication
range is 250m. All the broadcasts occur at the same channel
frequency.

During the simulation, 1,000 random vehicles are se-
lected and from each, a packet is sent through each of the
three protocols to the same destination D. These packets
are then routed using the three algorithms that we compare.
We measure the delivery ratio, hop count and delay. To cal-
culate the nearest point and evaluate the ETA we use the
simplified version described in Section 3. Vehicles always
follow their suggested routes and poll their neighbours ev-
ery 5 seconds. The results that we present are averages of
20 runs.

4.2 Results

Figure 3 illustrates the cumulative number of packets de-
livered within a certain time after sending. We observe that
GeOpps is able to deliver nearly 98% of the packets within
twenty minutes in the 15km x 15km scenario. At the same
time, Greedy delivered 72% of the packets whereas MoVe
53%. These results indicate that GeOpps can deliver the
vast majority of the packets to the final destination. The
MoVe algorithm shows poor performance due to the fact
that the current trajectories of the vehicles do not actually
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Figure 3: Delivery ratio through time.
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Figure 4: Delivery ratio for different densities.

indicate their final destination because vehicles have to fol-
low the road topology. Greedy delivers some of the packets
quickly (mainly packets generated near the destination) but
total delivery ratio is only 73% because of the higly parti-
tioned (and mobile) vehicular network (messages sent from
remote -not directly connected- areas were not delivered).
In fact, GeOpps delivers 73% percentage of messages ear-
lier than greedy.

In Figure 4, we have plotted the delivery ratio of the al-
gorithms for varying densities (TTL is 1800sec). Greedy
shows acceptable performance only in dense networks
(peak-time) due to the fact that it requires the presence of
neighbours that are closer and closer to the final destina-
tion. In fact, MoVe algorithm outperforms Greedy in sparse
road traffic conditions where trajectory information is more
important than the position of the neighbours. However,
GeOpps is able to outperform both algorithms in any net-
work conditions. It is adequate to find only one vehicle that
will carry the message to its destination and thus, it is not
required to have very frequent encounters like greedy and
MoVe. More encounters just increase the probability to find
an ideal carrier.
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We can further support this observation by evaluating
the number of hops required to deliver a message, shown
in Figure 5. We notice that the number of hops required
for Greedy is much higher than for the other two algo-
rithms, because it constantly attempts to forward the mes-
sage to neighbours that are closer to the destination. How-
ever, GeOpps requires only a few encounters before finding
a vehicle that drives near the destination of the packets. Fur-
thermore, this number does not depend on the density of the
network but only on the road topology (e.g., the probability
to find in this road segment a vehicle that is going close to
the destination of the packet).

Figure 4 also indicates the delivery ratio for different
penetration of navigation systems. If we compare the de-
livery of ratio of Greedy and MoVe when we utilise 2000
vehicles to GeOpps when we utilise only 200 vehicles (10%
of the drivers use their navigation system), we notice that
GeOpps still delivers more packets (about 80% compared
to 70% of Greedy).

Additionally, Figure 6 depicts the average delay of de-
livered packets. As we can see the delay of our algorithm
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is lower than that of the other two algorithms which is an-
other indication that the minimisation of METD is effec-
tive. Furthermore, the delay drops as the density increases
because the probability to find a better carrier is higher and
because the packets hop to leading vehicles as we discussed
in section 3.4.

Finally, Figure 7 demonstrates the transmission overhead
of the delivered messages for various packets sizes. As we
can see the message overhead of Greedy is high due to the
fact that packets require a high number of hops before de-
livered. The results indicate that our algorithm is able to
deliver almost 99% of large packets with less than one fifth
the overhead of Greedy.

5 Conclusions
In this paper we have illustrated GeOpps an opportunis-

tic geographical routing algorithm. The main contribution
of this protocol is the exploitation of available information
in modern vehicles to efficiently select the next packet car-
rier. We have evaluated our approach by using realistic traf-
fic traces generated by a traffic simulator. The results show
good performance in various settings in terms of delivery ra-
tio, delay and overhead with respect to existing algorithms.

This paper has not considered various optimisations of
routing algorithm (e.g., polling when the vehicle is on a
crossroad) . Furthermore, privacy and security aspects of
the vehicular forwarding ought to be addressed.
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